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Tracefiles provide a convenient record of the behavior of HPC programs, but
are not generally archived because of their storage requirements.  This has hin-
dered the developers of performance analysis tools, who must create their own
tracefile collections in order to test tool functionality and usability.  This paper
describes a shared databank where members of the HPC community can deposit
tracefiles for use in studying the performance characteristics of HPC platforms as
well as in tool development activities.  We describe how the Tracefile Testbed was
designed and implemented to facilitate flexible searching and retrieval of tracefiles.
A Web-based interface provides a convenient mechanism for browsing and  down-
loading collections of tracefiles and tracefile segments based on a variety of char-
acteristics.  The paper discusses the key implementation challenges.

1  The Tracefile Testbed
Tracefiles are a valuable source of information about the properties and behavior

both of applications and of the systems on which they are executed.  They are typically
generated by the application programmer as part of the performance tuning process.  Our
field studies of HPC programmers indicate that many experienced programmers also
create suites of simple pseudo-benchmark codes and generate tracefiles to help establish
basic performance characteristics when they move to new HPC platforms.  The intent in
both cases is to help the user better understand and tune his/her applications.

The developers of trace-based performance analysis and performance prediction
tools (cf. [7, 8, 10, 9, 3] ) also generate suites of tracefiles.  In this case, the objective is
to assist in the process of testing and fine-tuning tool functionality.  According to the
subjects interviewed in our field studies, tool developers do not often have access to
“real” applications for these activities; rather, they construct artificial codes designed to
generate tracefiles that will stress the tool’s boundary conditions or generate demonstra-
tion visualizations.

Tool users and developers alike have indicated in several public forums (e.g., Paral-
lel Tools Consortium meetings, BOF sessions at the SC conference, community work-
shops on parallel debugging and performance tuning tools) that it would be useful to
construct a generally accessible testbed for tracefile data.  This would make it possible
for users to see if tracefiles from related applications can be of use in the design and
tuning of their own application.  It would also provide a more realistic foundation for
testing new performance tools.  Further, since tracefiles are typically large and unwieldy
to store (the recording of key program events during one application run can generate
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Figure 1.  Architecture of the Tracefile Testbed

gigabytes of data), a centralized repository could encourage programmers to archive their
tracefiles rather than deleting them when they are no longer of immediate use. 

In response to this need, we created the Tracefile Testbed.  The objective was to
develop a database that not only supports convenient and flexible searching of tracefile
data generated on HPC systems, but maximizes the benefit to others of performance data
that was collected by a particular programmer or tool developer for his/her own purposes.

The Tracefile Testbed was implemented as a joint project of NACSE and the
Università di Pavia.  The work was supported by the NAVO (Naval Oceanographic
Office) MSRC, through the PET program of the High Performance Computing Modern-
ization Office, and will be maintained with support of the Parallel Tools Consortium.  It
was structured according to a data model that describes both the static and dynamic
behavior of parallel applications, as captured in tracefiles.  The tracefiles are maintained
as separate file units.  The source code that generated the tracefiles is also available
(unless that code is proprietary).  Metadata encapsulating the performance behavior and
run-time environment characteristics associated with the tracefiles are maintained in a
relational database using Oracle 8i.  

A key aspect of tracefile storage is their size.  This can pose difficulties for prospec-
tive users, who may find that storing many downloaded copies is quite resource-intensive.
To reduce that burden, all file locations are maintained in the Tracefile Testbed’s
metadata database as URLs.  This will allow users to “maintain” their own subsets of
tracefiles by simply storing links or shortcuts to the files, rather than the files themselves.
A secondary advantage of this approach is that it allows us to distribute the repository
itself.  That is, the actual tracefiles may be located on multiple servers, which can be
different from the server(s) hosting the tool interface and the metadata database.  The

initial implementation involves
three servers: a Web server
maintains the interface, a
relational database server hosts
the metadata, and the tracefiles
are stored on a separate file serv-
er.  This architecture is
illustrated in Figure 1.

A Web-based interface
allows users to navigate through
the repository, select tracefiles
and segments from one or more
applications, browse their
characteristics, and download the
data.  The interface makes use of
Q M L  ( Q u e r y  M a r k u p
Language), a middleware
produc t  deve lop ed  and
distr ibuted  by NACSE.
Performance data can be
identified and extracted based on
various selection criteria, such as



“all data related to a given application,” “data related to a class of applications,” “data
from programs executed on a particular system architecture,” etc.  The Tracefile Testbed
provides performance summaries of selected trace data; alternatively, the tracefile data
may be downloaded for analysis using available tools in order to derive detailed perfor-
mance figures.

2  Data Model
In order to categorize and maintain tracefile data, we require a data model with the

power to describe the characteristics of parallel applications and the performance mea-
surements collected during execution.  In large part, the framework we have chosen to
describe tracefiles is based on user needs in searching the tracefile collection.  Based on
previous usability studies, we determined that users wish to select entire tracefiles or
segments thereof, on the basis of machine architecture types and parameters, information
related to the tracefile itself, and information related to the tracefile segments.  Users
should also be able to perform searches based on arbitrary keywords reflecting system
platforms, problem types, and user-defined events.

2.1   Structure of the Data Model

The model must capture not just parallel machine characteristics, but also the design
strategies and implementation details of the application.  For this purpose, the information
describing a parallel application has been grouped into three layers:

The system layer provides a coarse-grained description of the parallel machine on
which the application is executed.  The other two layers comprise information derived
from the application itself; the application layer describes its static characteristics, where-
as the execution layer deals with the dynamic characteristics directly related to measure-
ments collected at run time. Most of the information comprising the system and applica-
tion layers is not available in the tracefile, but must be supplied by the application pro-
grammer in the form of metadata.  Execution layer information can be harvested directly
from the tracefiles.

The system layer description includes machine architecture (e.g., shared memory,
virtual shared memory, distributed memory, cluster of SMPs), number of processors,
clock frequency, amount of physical memory, cache size, communication subsystem, I/O
subsystem, communication and numeric libraries, and parallelization tools.

The static characteristics of the application layer range from the disciplinary domain
(e.g., computational fluid dynamics, weather forecasting, simulation of physical and
chemical phenomena) to the algorithms (e.g., partial differential equation solvers, spectral
methods, Monte Carlo simulations) and programming languages employed.  They also
include information about the application program interface (e.g., MPI, OpenMP, PVM)
and links to the source code.  Problem size, number of allocated processors, and work
and data distributions are further examples of static characteristics.

The execution layer provides a description of the behavior of a parallel application
in terms of measurements generated at run time.  These measurements are typically
timestamped descriptions which correspond to specific events (I/O operation, cache miss,
page fault, etc.) or to instrumentation of the source code (e.g., beginning or end of an
arbitrary section of code, such as a subroutine or loop). The type and number of measure-
ments associated with each event depend on the event type and on the monitoring meth-



Figure 2. General structure of tracefile metadata

ods used to collect the measurements.  Application behavior might be described by the
time to execute a particular program section or the number of events recorded in a partic-
ular time span.

2.2  Describing Tracefile Content

To maintain the system, application, and execution information describing the
tracefile repository, we implemented a database of descriptive metadata.  These exist at
multiple levels: they include descriptions of individual tracefiles, sets of tracefiles, and
segments of tracefiles. The use of off-the-shelf rDBMS software allows us to maintain
and search these metadata with a great deal of power, flexibility, and robustness, and with
a minimum of investment in software development.

As discussed previously, the choice of which metadata to maintain – the data model
– was based on our assessment of user needs in searching the tracefile collection.  The
Tracefile Testbed provides the ability to search on machine, application, or execution
parameters.  The versatility of the database allows us to search based on flexible
combinations of these parameters, but careful database design was required to make full
use of the power of the rDBMS.  Figure 2 presents a conceptual view of the database
schema supporting user searches.

Note that tracefiles do not typically stand alone; they are usually generated in sets
of related files pertaining to a larger project, or experiment.  The metadata database
allows us to maintain this information about the origin of tracefiles.  In other cases, a
number of tracefiles that were not generated together may still form a naturally cohesive

set (e.g., they may demonstrate a common computational approach, or illustrate the
effects of varying a particular parameter).  Since cohesion of such sets would not always
be apparent from the metadata described above, the system allows specification of virtual
experiments – groups of tracefiles which, though not related in origin, have an ex post



facto relationship which is useful to some researcher. This structure allows tracefiles to
belong to multiple sets which cut across each other, allowing individual users to superim-
pose organizational schemes which fit their particular needs.

A key requirement for the Tracefile Testbed is that it be easy for members of the
HPC community to add new tracefiles.  We were fortunate in having access to a sizeable
collection of files from a variety of machine and problem types to use as the initial popu-
lation of the repository.  We gathered almost 200 files in our benchmarking work with
the SPEC suite [1].  Given the number of files we anticipate gathering from the APART
(Automated Performance Analysis: Resources and Tools) working group and other
members of the HPC community, it was important to be able to parse the files in batch
mode, and our initial parser reflects this bias. A Web-based tool for uploading tracefiles
will be implemented in the next phase of the project. 

To ensure that metadata are available for all tracefiles in the Testbed, they must be
supplied as part of the uploading mechanism.  As discussed previously, information such
as system- and application-level metadata does not exist a priori in the tracefiles, but
must be provided by the programmer or benchmarker.  The originator of the tracefiles is
also the source of descriptive information about user-defined events in the execution-level
metadata.  To facilitate the input of that information, we developed a tracefile metadata
format and a corresponding parser.  Most of the metadata elements are likely applicable
to a whole series of tracefiles, so the format and uploading tool were designed to facilitate
metadata reuse.

3  Tracefile Segments
While tracefiles are typically quite large, the portion of a tracefile which is of interest

for a particular purpose may be only a small fragment of the file.  For instance, a re-
searcher wishing to compare the performance of FFT implementations may want to work
with a fragment that brackets the routine(s) in which the FFT is implemented.  Similarly,
a tool developer may be interested in testing tool functionality in the presence of broad-
cast operations; the remainder of the trace may be largely irrelevant.  If the source code
is appropriately instrumented at the time of  tracefile creation, the sections of interest will
be easily identifiable, but locating them in a large corpus of tracefile data may still be an
onerous task.  In order to simplify identification of tracefile fragments which are of
interest, it is convenient to maintain a description of the internal structure of tracefiles.
Some of this structure may be automatically generated from information in the tracefile,
but the remainder must be supplied as metadata, typically by the programmer who con-
tributes the file to the repository.

3.1 Dividing Tracefiles into Segments

Since a tracefile is essentially a list of timestamped events (with some descriptive
header information), it is easy to identify a subset of a tracefile corresponding to the
events occurring during a particular time interval.  The obvious choices for defining the
interval are the begin and end timestamps of a user-defined event (such as the FFT rou-
tine mentioned above).  We discuss user-defined events because system-defined events
are typically atomic; that is, they do not have start and end markers.  However, such a
view may be an oversimplification that does not capture the behavior of interest during
the time interval.  Since the tracefile is a straightforward list of per-processor events, it



is considerably more difficult to define events which pertain to the entire parallel ma-
chine.  The idealized view of a data-parallel application would have all processors partici-
pating in all events (i.e., executing the same segment of code) approximately simulta-
neously; however, there is no guarantee in an actual application that any event will in-
clude all processors, simultaneously or not.

Consequently, a user who wishes to extract a subset of a tracefile to capture system
performance during a particular event is faced with a difficulty.  Although the user may
know that particular events on one processor correspond to events on other processors,
it is not clear from the tracefile how these correspondences can be automatically inferred.
We have used a heuristic approach to identifying machine-wide events.  A machine-wide
event includes all of the same-type per-processor events whose starting markers in the
tracefile are separated by fewer than K*N events, where N is the number of processors
in the machine, and K is a definable constant (currently set to 4). The per-processor
events which comprise a machine-wide event may or may not overlap in time, but discus-
sion with users of parallel performance evaluation systems indicate that they expect this
criterion to effectively capture the corresponding events.

The machine-wide event, defined as a starting timestamp (and, for user-defined
events, an ending timestamp) in a particular tracefile, is the basic unit of tracefile data
which our system maintains; we allow users to attach descriptions, keywords, and source
code references to these events.

3.2 Using Tracefile Segments

To many HPC users, the principal reason for creating and maintaining tracefiles is
to be able to use them as input to performance-analysis software.  To support this require-
ment, the Tracefile Testbed provides single-keystroke operations for downloading trace-
files to the user's local machine via http or ftp.

The issue of tracefile segments introduces problems with respect to tool compatibil-
ity.  Trace-based performance tools require “legal” tracefiles as input; while there is no
single de facto standard for tracefile format, we assume that a tracefile which is usable
by popular performance analysis packages will also be suitable for HPC users who write
their own analysis tools.  A fragment naively extracted from a tracefile will not, in gen-
eral, be of a legal format.  In particular, it will lack header information and will probably
contain unmatched markers of entry to and exit from instrumented program regions.  To
make segments useful, the Tracefile Testbed modifies the fragment inorder to generate
a legal tracefile which describes as closely as possible the behavior of the application in
the region which the user has selected.

4 User Interface
Users faced with powerful software and complex interfaces quickly discover the

features they need to solve their immediate problems and ignore the rest.  We made a
conscious decision to supply only those features which will be useful to a large commu-
nity of users, allowing us to develop a concise and intuitive user interface.  Our choice
for user interface platform was the ubiquitous web browser, which offers near-universal
portability.  The interface was developed using an existing web-to-database middleware
package, QML (Query Markup Language [5].  QML allowed us to quickly develop
prototype implementations of interfaces exploring various search strategies and to support



Figure 3.  Tracefile Search Interface

a "drilling-down" style of search.  It also supplies a builtin mechanism for downloading
tracefiles or segments for further analysis.

Figure 3 shows an example of a tracefile query page.  Selectable lists (machine types,
application types, keywords, etc.) are generated dynamically from the metadata database
contents; the user interface requires no updating to accommodate new additions to the
database.  The user may drill down through the layers supported in the data mode –sys-
tem, application, and execution– refining his search at each layer.  At any stage in the
search, the options are limited to those still available based on the constraints which the
user has supplied in earlier layers.

4.2 Performance Summaries

In many cases, the information  a
user wants from one or more  trace-
files may be easily summarized with-
out recourse to other performance
analysis software.  This is particularly
the case when an application pro-
grammer wishes to compare some
measure of “overall” performance
across several different files.  To sim-
plify such tasks, the Tracefile Testbed
provides a statistical performance
summary functions which may be per-
formed on selected tracefiles or seg-
ments.

Over the next year, we are sched-
uled to add features providing graphi-
cal summaries of application behav-
ior.  These will allow the user to com-
pare tracefiles at a synopsis level be-
fore deciding to examine them in
more detail.

5 Summary
Responding directly to a require-

ment that has been expressed in a va-
riety of community forums, the Trace-
file Testbed uses web-to-database
technology to provide HPC programmers and tool developers with access to a repository
of tracefiles.  A database of metadata describing the systems, applications, and execu-
tion-level information of each tracefile supports a variety of search approaches.  Perfor-
mance summaries assist users to assess the relevance of files and segments before they
are examined in detail.   Individual files and/or segments may be downloaded to the
user’s local system for further analysis and comparison.  Application programmers should
find this community repository useful both in predicting the behavior of existing pro-
grams and in the development and optimization of new applications.  Developers of



performance analysis and prediction tools will find the Tracefile Testbed to be a conve-
nient source of tracefiles for testing the functionality and display capabilities of their tool.

6 Acknowledgments
Scott Harrah and Tom Lieuallen of Oregon State University, and Luisa Massari of

the Università di Pavia contributed to the implementation of the Tracefile Testbed.  The
project was supported by the NAVO (Naval Oceanographic Office) MSRC, through the
PET program of the HPC Modernization Office.

7 Bibliography
1. R. Eigenmann and S. Hassanzadeh.  Benchmarking with Real Industrial Applica-

tions: The SPEC High-Performance Group.  IEEE Computational Science and
Engineering, Spring Issue, 1996.

2. T. Fahringer and A. Pozgaj. P3T+: A Performance Estimator for Distributed and
Parallel Programs. Journal of Scientific Programming, 7(1), 2000.

3. B.P. Miller et al. The Paradyn Parallel Measurement Performance Tool. IEEE Com-
puter, 28 (11):37-46, 1995.

4. K.L. Karavanic and B.P. Miller. Improving Online Performance Diagnosis by the
Use of Historical Performance Data. In Proc. SC'99, 1999.

5. C. M. Pancake, M. Newsome and J. Hanus. ‘Split Personalities’ for Scientific Data-
bases: Targeting Database Middleware and Interfaces to Specific Audiences. Future
Generation Computing Systems, 6: 135-152, 1999.

6. S.E. Perl, W.E. Weihl, and B. Noble. Continuous Monitoring and Performance
Specification. Technical Report 153, Digital Systems Research Center, June 1998.

7.  D.A. Reed et al. Performance Analysis of Parallel Systems: Approaches and Open
Problems. In Joint Symposium on Parallel Processing, pages 239-256, 1998.

8. S. Shende and A. Malony and J. Cuny and K. Lindlan and P. Beckman and S.
Karmesin, Portable Profiling and Tracing for Parallel Scientific Applications using
C++. In Proc. SPDT'98: ACM SIGMETRICS Symposium on Parallel and Distrib-
uted Tools, pages 134-145, 1998.

9. J. Yan, S. Sarukhai, and P. Mehra, “Performance Measurement, Visualization and
Modeling of Parallel and Distributed Programs Using the AIMS Toolkit,” Software
– Practice and Experience, 25 (4): 429--461, 1995.

10. O. Zaki, E. Lusk, W. Gropp, and D. Swider. Toward Scalable Performance Visual-
ization with Jumpshot. The International Journal of High Performance Computing
Applications, 13(2):277-288, 1999.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


